
STAT 510 Homework 4 Solutions Spring 2019

1. Suppose y = Xβ + ε, where ε ∼ N
(
0, σ2I

)
for some unknown σ2 > 0. Let ŷ = PXy. By

the results on multivariate normal distributions from slide set 1 (“Preliminaries”), we have

y ∼ N
(
Xβ, σ2I

)
.

(a) Notice that we want to find the distribution of a linear transformation of y:[
ŷ

y − ŷ

]
=

[
PXy

y − PXy

]
=

[
PX

I − PX

]
y. (1)

Together, slides 34 of the first slide set (“Preliminaries”) imply that a linear transforma-
tion, say Ax+ b, of a normal random variable x is also normal:

x ∼ N (µ,Σ) =⇒ Ax+ b ∼ N (Aµ+ b,AΣA′).

The mean of the linear transformation in (1), since PXX = X, is

E

([
PX

I − PX

]
y

)
=

[
PX

I − PX

]
E (y)

=

[
PX

I − PX

]
Xβ

=

[
Xβ

Xβ −Xβ

]
=

[
Xβ
0

]
.

The variance of (1), since PX is symmetric and idempotent, is

Var

([
PX

I − PX

]
y

)
=

[
PX

I − PX

]
Var(y)

[
PX

I − PX

]′
=

[
PX

I − PX

]
σ2I

[
P ′X ,

(
I − PX

)′]
= σ2

[
PXP

′
X PX

(
I − PX

)′(
I − PX

)
P ′X

(
I − PX

)(
I − PX

)′]
= σ2

[
PX PX − PX

PX − PX I − PX − PX + PX

]
= σ2

[
PX 0
0 I − PX

]
.

As a linear transformation of a multivariate normal random variable, it follows that[
ŷ

y − ŷ

]
∼ N

([
Xβ
0

]
, σ2

[
PX 0
0 I − PX

])
.
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Comments: It is important to notice that the expected values of y and ŷ depend on the parameter

β and not the estimate β̂, which is a random variable. Similarly, the variances do not depend on the

estimate σ̂2. Additionally, some students did not give the covariances or only stated that they were zero

without any derivation (the distribution of a multivariate normal random variable is not fully specified

without the covariances).

(b) Again using the fact that PX is symmetric and idempotent, we see that ŷ′ŷ is a quadratic
form:

ŷ′ŷ = [PXy]′PXy

= y′P ′XPXy

= y′PXPXy

= y′PXy,

where y ∼ N (Xβ, σ2I). Recall the results about quadratic forms in the first slide set
(“Preliminaries”) on slide 37. To apply these, we want to find a symmetric matrix A
such that AΣ is idempotent for Σ ≡ Var(y). We can’t use PX as our A matrix because
the σ2 doesn’t cancel:

PX Var(y) = PXσ
2I = σ2PX .

Instead using A = PX

σ2 , which is symmetric, gives

AΣ = AVar(y) =
PX

σ2
σ2I = PX ,

which we know is idempotent.

It is easy to verify that Σ = σ2I is positive definite since σ2 > 0. We need to determine
the rank of A:

rank(A) = rank(PX/σ
2) = rank(PX) = rank(X).

Then,
1

σ2
ŷ′ŷ = y′

PX

σ2
y ∼ χ2

rank(X)

(
[Xβ]′AXβ/2

)
,

where the noncentrality parameter simplifies to

[Xβ]′AXβ/2 = [Xβ]′
PX

σ2
Xβ

1

2

=
1

2σ2
β′X ′PXXβ

=
1

2σ2
β′X ′Xβ.

Therefore, we end up with a scaled non-central chi-square random variable on rank(X)
degrees of freedom:

ŷ′ŷ ∼ σ2χ2
rank(X)

(
β′X ′Xβ

2σ2

)
.

2



Comments: Some students used results that apply to the sum of squared independent normal random

variables with variance one (e.g., the result on slide 35 of set 1; this assumes A = Σ = I). Others tried

to find the distribution of the quadratic form ŷ I
σ2 ŷ rather than simplifying to yPX

σ2 y; unfortunately this

doesn’t work because Var(ŷ) = σ2PX may not be positive definite.

2. (a) Note that

X =



1 0 0 0
1 0 0 0
1 0 0 0
1 1 0 0
1 1 0 0
1 1 1 0
1 1 1 0
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1


and W =



1 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 1
0 0 0 1


.

Then, the column space of X is the same as the column space of W because there exist
C1 and C2 such that

X = W


1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1

 = WC1

and

W = X


1 0 0 0
−1 1 0 0

0 −1 1 0
0 0 −1 1

 = XC2.

So, this model is the same as the cell means model. In addition to the more formal
argument on the previous fact, it should be clear almost immediately that the model
in question is the cell means model because β1, β2, β3 and β4 can be any real numbers.
Also, β1, β1 + β2, β1 + β2 + β3, and β1 + β2 + β3 + β4 can be any real numbers with no
restrictions. Thus, this model is the same as the cell means model.

(b) Let µ1 = β1, µ2 = β1 + β2, µ3 = β1 + β2 + β3, µ4 = β1 + β2 + β3 + β4. Then β4 = µ4 − µ3

whose BLUE is ȳ4. − ȳ3. under the cell means model. Thus, BLUE of β4 is ȳ4. − ȳ3. =
26.3− 22.8 = 3.5.

(c) Note that V ar
(
β̂4

)
= V ar (µ̂4 − µ̂3) = V ar (ȳ4. − ȳ3.) = σ2

4
+ σ2

2
and

MSE =
SSE

11− 4
=

(3− 1)4.1 + (2− 1)3.4 + (2− 1)2.8 + (4− 1)3.2

7

=
8.2 + 3.4 + 2.8 + 9.6

7
=

24

7
.

Thus, SE(β̂4) =
√
σ̂2
(
1
4

+ 1
2

)
=
√

(MSE)3
4

=
√

24
7

3
4

=
√

18
7

.
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3. Simplify β̂ = (X ′X)−1X ′y.

X =
[
1, x

]
and X ′ =

[
1′

x′

]
,then

β̂ = (β̂0, β̂1)
′

= (X ′X)−1X ′y

=

([
1′

x′

] [
1, x

])−1 [1′
x′

]
y

=

[
1′1 1′x
x′1 x′x

]−1 [
1′y
x′y

]

=

 n
n∑
i=1

xi
n∑
i=1

xi
n∑
i=1

x2i


−1 

n∑
i=1

yi
n∑
i=1

xiyi



=
1

n
n∑
i=1

x2i − (
n∑
i=1

xi)2


n∑
i=1

x2i −
n∑
i=1

xi

−
n∑
i=1

xi n




n∑
i=1

yi
n∑
i=1

xiyi



=
1

n
n∑
i=1

x2i − (
n∑
i=1

xi)2


n∑
i=1

x2i
n∑
i=1

yi −
n∑
i=1

xi
n∑
i=1

xiyi

−
n∑
i=1

xi
n∑
i=1

yi + n
n∑
i=1

xiyi


Therefore,

β̂0 =

n∑
i=1

x2i
n∑
i=1

yi −
n∑
i=1

xi
n∑
i=1

xiyi

n
n∑
i=1

x2i − (
n∑
i=1

xi)2

β̂1 =

−
n∑
i=1

xi
n∑
i=1

yi + n
n∑
i=1

xiyi

n
n∑
i=1

x2i − (
n∑
i=1

xi)2

4. (a) Let Jane be instructor 1 and John be instructor 2. For i = 1, 2 and j = 1, 2, let µij be the
expected value of a rating given by a student whose actual instructor was i and whose
perceived instructor was j. The best estimates of µ11, µ12, µ21, and µ22 are provided by
R as

µ̂11 = 2.85

µ̂12 = 2.85 + 0.87

µ̂21 = 2.85− 0.06

µ̂22 = 2.85− 0.06 + 0.87− 0.1831
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Thus, 0.87 is an estimator of µ12 − µ11. This means that when Jane is the actual
instructor, the expected value of her rating is estimated to be 0.87 points higher when
students believe she is John rather than when students are told the truth about her
identity. The standard error of 0.3184 says that the “typical size” of the error made
when estimating µ12 − µ11 (using the method we’ve used here) is approximately 0.3184
units. The p-value of 0.00941 indicates that an estimated difference as large or larger
than 0.87 would be unlikely to occur if µ12 were equal to µ11. Thus, Jane was rated
significantly higher by the students who believed she was John than by students who
knew she was Jane.

(b) The relevant estimate is

µ̂11 + µ̂21

2
− µ̂12 + µ̂22

2
=

2.85 + 2.85− 0.06

2
− 2.85 + 0.87 + 2.85− 0.06 + 0.87− 0.1831

2

= −0.87 +
0.1831

2
.

The variance of the estimator is

1

4
[V ar (µ̂11) + V ar (µ̂21) + V ar (µ̂12) + V ar (µ̂22)] =

1

4

[
σ2

10
+
σ2

10
+
σ2

10
+
σ2

13

]
=

σ2

4

(
3

10
+

1

13

)
.

We will need σ̂2. Note 0.2252 = SE (µ̂11) =
√
σ̂2/10. Thus, σ̂2 = 10(0.2252)2. The

confidence interval is

−0.87 +
0.1831

2
± t43−4,0.975

√
10(0.2252)2

4

(
3

10
+

1

13

)
= (−1.2206,−0.3363).

(c) By (a), when Jane is the actual instructor, the expected value of her rating is estimated
to be 0.87 points higher when students believe she is John. Also, when the actual
instructor was John, the expected value of his rating is estimated to be 0.6869 lower
when students believe he is Jane. Since the relevant estimate is µ̂22 − µ̂21=0.6869 and
the estimated variance of this estimate is [ ˆV ar(µ̂12) + ˆV ar(µ̂22)]=σ̂

2( 1
10

+ 1
13

) = 0.0897,
thus t= 0.6869√

0.0897
=2.2932 ≥ t39,0.975. We can conclude that students rate their instructors

differently depending on the perceived gender of their instructor.
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