STAT 510 Homework 6 Solutions Spring 2020

1. (a) In general, we have Hy; : (Pj+1 — P;) X3 = 0 in ANOVA F test, so ¢; is any non-zero
row of (Pj4; — P;)X.
So, we can obtain using R code below as we did on slides 45 and 46 of slide set 6.

c'=(2 1, 0, -1, —2) for linear trend

c) = (2, -1, -2, -1, 2) for quadratic trend
s’ =(1, =2, 0, 2, —1) for cubic trend

e/ = (1, —4, 6, —4, 1) for quartic trend

d=read.delim("https://dnett.github.io/S510/PlantDensity.txt")
names (d)=c("x","y")
n=nrow(d)
x=(d$x-mean(d$x)) /10
x1=matrix(1,nrow=n,ncol=1)
x2=cbind (x1,x)
x3=cbind (x2,x"2)
x4=cbind (x3,x"3)
x5=matrix(model .matrix(~0+factor(x)) ,nrow=n)
proj <- function(x) {
x %x% MASS::ginv(t(x) %*% x) %*% t(x)
}
pl=proj(x1)
p2=proj(x2)
p3=proj(x3)
p4=proj (x4)
p5=proj (x5)
((p2-p1)%*%x5) [1,] *5 ## linear
[11 2 1 0 -1 -2
> ((p3-p2)%*%x5) [1,] *7 ## quadratic
[1] 2 -1-2-1 2
> ((p4-p3)%*%x5) [1,] *10 ## cubic
[1] 1 -2 0 2 -1
> ((p5-p4)%*%x5) [1,]1 *70 ## quartic
[1] 1 -4 6 -4 1
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(b) All €8 are contrasts because ¢;1 =0 for i = 1,2, 3, 4.

(c) By slide 3 of set 9, any two estimable linear combinations ¢;3 and ¢;3 are orthogonal if
and only if ¢;(X'X)"¢; = 0 for ¢ # j. In the plant density example of slide set 6, the
model matrix is

1
3x1
1
3x1
X = 311
1
3x1
1
L 3x 11
1
3 . 5
X'X = 3 and (X'X) ' = 3
1
3 3
3 3



Thus in this case, ¢;(X'X ) ¢; = cjc;/3, so that linear combinations ¢;3 and ¢;3 are
orthogonal if and only if ¢/c; = 0.

In this problem, all ¢,3’s are orthogonal because c,c; = 0 for all pairs {(¢,7)|¢ # j}
where 7,7 = 1,2, 3, 4.

n
2. Given H is a symmetric matrix, by spectral decompositon theorem H = >  \; p; p;, where
i=1
p;’s are orthonomal eigenvectors of H.

“ =7 part:
By definition, H is nonnegative definite = p,Hp; > 0 for any p; that i =1,---  n.

p,Hp; = p| (Z A\ pj p}) pi

j=1
=) N Pp;pipi
j=1
= i P;Pi P;Pi pip; =0 for all i # j
=\ pipi =1
Therefore \; > 0 fori=1,---  n.
“«<—=" part: given \; > 0 for i = 1,--- ,n, need to prove y Hy > 0 for any n x 1 vector y.

By the Spectral Decomposition Theorem, H = Pdiag(Aq,...,\,)P’, where P = [py,...,py]
and PP'=P'P=1. For j=1,...,n,let z; = piy = y'p;.

yHy =1y <Z Aj Dj p;) y by spectral decompositon

J=1

=Y Ny'p; Py
7=1

n
_ 2
= g )\ij
Jj=1

>0 because each term )\jsz is the product of nonnegative terms

and is thus nonnegative

So, H is nonnegative definite <= all its eigenvalues are nonnegative.

3. yi=p+zie; fori=1,--- nand ei@N(O,az).
we can write the model as
T1€1
T2€2 9
Y= 11-p—|—s, where € = . ~ N(0,0°V)
nXx :

Tn€n



4.

V = diag(z?, 23, -+ ,22) and is positive definite because all z;’s are nonzero. So this is an
Aitken model with normal errors.

1 is obviously estimable, so the BLUE is
p=1'v7') 1vly

= ([$I2, SL’EQ, e 7x;2}1>_1 ([xf2,$52, e ,37;12]?])

2
in Yi
i=1
== 5
Z;
i=1

(a) Note that E(a'y) = E(a1y1 + agy2) = a1 E(y1) + a2E(y2) = (a1 + 2a2)p. In order for
a'y = a1y1 + agys to be an unbiased estimator of p, a; + 2a; = 1 because (a; + 2az)p
must be p for all x4 in R.

(b)

a2

Var(a'y) = a'Var(y)a = (a1, az) <1é2 ?) (al) - %a% + a2

(c) Note that a; + 2a; = 1 in part (a). Using this fact and the result in part (b),
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1 1 1—a\’
Var(a'y) = —a%—l—ag:—aqu( 1)

(d) To be the BLUE of p, @’y must be an unbiased estimator with the minimum variance.
Using parts (a) through (c), an unbiased estimator of p has the variance of the form in
terms of a single variable a; as follows:

1 1

3 se
Var(a'y) = Za% —suty “ f(ay)

To find the minimum variance, we need to check the following:

d 3 1 set
—_— = —_— Rl pu— 0
dalf (a1) Ty T
d? 3

@f((ll) = 5 > 0.
1

f(a1) achieves the minimum at a; = % Therefore, a; = - ot = (1 - %>/2 - % and
$y1 + 1o is the BLUE of p.

(e) Consider the following model:

y=Xu+e E(€)=0and Var(e) = 0’V



(1 9 _(1/2°0
where X = 9 ,oo=1land V = 0 1

model becomes the Aitken model on slide 8 of slide set 10. Then, using the result on
slide 12 of slide set 10, figrs becomes the BLUE of estimable u where

is a positive definite variance matrix. This

flars = (X/V_lX)_1 X'Vvly

(@I GENE

= 591 + g?b

which is the same result in part (d).

5. The Aitken Model with normal errors described on slide 18 of slide set 10 can be transformed
toz=WB+6, 8~ N(0,0I), where z=V 2y, W=V"12X and §=V ~2e. With this
transformation, we can apply all the results we have established previously to the Gauss-
Markov model with normal errors. Thus, the 95% confidence interval for estimable /3 is

C/(W/W)iw/z + tnfrank(W) 0.975 \/:/_(TI(;T%C/(W/W)ic'

Replacing W with V~/2X and z with V~'/2y and simplifying yields
C/<X/V_1X)_X/V_lyitn—r,0.975X \/(y_X(leflx)fxlvfly)lvfl(y_X(leilx)fxlvfly) CI(X/Vle)fC

n—r




