STAT 510 Homework 9 Solutions Spring 2020

1.

(a) Let
Yitk + Yi _ _
Qi = % = M. + Pk + €ik
= [ + Eik,
where €; = pj, + €. Note that the e terms are iid N(0,0%), where 0 = o, + %2
Thus, a two sample t-test can be used to test Hy : ji;. = jio.. From the R output of th
analysis of averages, we have
_ 84.892 —80.454
V2.169% + 1.5342
(b) Let
dik = Yitk — Yizk = Hi1 — Mi2 + €1k — €iok

where §; = p — e and 1, = €51 — €49 Note that the n;;, terms are iid N (0, 03]), where

0?7 = 202, The test of infection main effect is a test of Hy : ““;r“?l = ‘“2;“22 <~ Hy:

f11 — p21 + fio — pog = 0 <= 01 + 92 = 0. From the last analysis of the differences in R,
we can test Hy : 0; + 0, = 0 with

_8.250 + 1.492
V2.4392 +1.7242

(c) Tt is straightforward to see that a test for interaction is a test of Hy : 6; = 0o <= Hj :
(51 - 52 = 0. Thus,
8.250 — 1.492

T 2439 1 17242

is the relevant test statistic.
2 _ _ 2 A2 5.9742
0= 202 =5.974 =
~9 a9, 62 _ 2 ~9 2 5.9742
(e) 0% = p+7—5.313 — p—5.313 —

The answers to parts a) through e) above match tests and estimates obtained by fitting the
full linear mixed effects model y = X3 + Zu + e.
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(b)

This is a split-split-plot experiment. Hy : [i;.. = jio.. is the null hypothesis that says
there is no whole-plot-factor (i.e., Type) main effect. The whole-plot-experimental units
correspond to Helmet(Type), so the F statistic for testing Hy is

MSpype — 226/1

F= M Speimet(rype)  254/8°
Thus,
o [ _
M SHeimet(Type) 254/8°

Since we have a balanced design, we know the BLUE of fiy.. — jis.. i §1... — #o.... Thus, the ¢
test statistic in (b) can also be obtained by using ¢... — ga.... Since g... — ga... is normally
distributed with mean

E (4. — §2..) = fi1.. — [io..

and variance

V&I‘ (gl - 3?2) = Var ((_11. — C_LQ. + 1_71.. — 1_72.. + él... — ég)
= Var (a;. — ay.) + Var (51.. — Bg..) + Var (éy.. — é3...)
202 20} 207

5 10 @ 20

= % (402 + 207 + 03)

1
— TOE{MSHelmet(Type) }’

the t statistic can be computed as following:

‘= Yi... — Yo..
VVar (g1 — ..
where o _ _ M SHeimet(Type) 1 SSHetmet(Type)
Var (g1... — ¥2..) = 10 = Tom
Thus, by slides 23 ~ 24 of set 2, the noncentrality parameter is expressed as
M1 — M.

V(402 + 202 + 02) /10

From the provided expected mean squares, it is straightforward to see that

MSHelmet(Type) - MSDirection x Helmet(Type)
4

has expectation o2.

Thus, an unbiased estimator of o2 takes the value
254/8 —114/8 140

— = 4.375.
1 5 375




(e) Because we have a balanced design, we know the BLUE of fi15. — fi11. iS §1.2. — §1.1., which
has variance

Var ((_11. + 51.2 + 51.2. — C_Ll. — 1_71.1 — él-L) = Var (1_71.2 — 51.1 + 51.2. — él~1~)

B 205 202

5 5x?2
1

= g (205 + 03)

= g E (MSDi'r‘ectionX Helmet(TyPC)) :

Thus,
— 1/114
Var (G1a. — Gin :_<_)
ar(y12 yll) 5 3
_57
20
=2.85

Thus, the confidence interval is 0.5 £ 2.306 1/2.85, where #9755 = 2.306 and 8 is DF for
Direction x Helmet(Type).

(f) Because we have a balanced design, we know the BLUE of p101 — 111 i 9121 — %111,
which has variance

Var (f1.01 — §1.11) = Var (ar. + br.o + €191 — @1 — by — €1.11)
= Var (b1.2 — bl-l) + Var (51.21 — 51.11)
2, 2

= gab + 503
2|1
= g |:§{E (MSDirectionXHelmet(Type)) +F (MSETT'OT') }
Thus,
— 1 /114 39
-4+
ar (Y121 — Y111 53 + 16
1287
- 516
= 3.5875

Thus, a standard error for the BLUE of p197 — 111 is v/3.5875.

3. Let y;ji be the weight gain for drug ¢ (i = 1, 2), dose j (j=1 for dose 0 and j=2 for dose 10),
and pig k (k=1,2,3,4 for drug 1 and k=1,2,3 for drug2). Then, we can suppose

Yijk = Mij T Cijk,
where p11, 112, f21, and fig2 are unknown parameters and e;jp, S N(0,0?) for all 4,7, and k.

3



(a) From the slide 60 of set 8,

SS(drug|l,dose) = SS(drugxdose,drug, dose|l)—SS(dose|l)—SS(drugxdose|l, drug, dose).

By slide 63 of set 8, SS(drug x dose|l, drug, dose) is sum of squares which is relevant to
the test for the drug x dose interaction, where Hy : p111 — 12 — o1 + ftoo = 0.

1,,, 0 0 O
LAy, , 0 10 0 O
Let C:(l, —1, —1, 1) s /J,:(yn., Y12., Yo21., y22.> :(4, 9, 4, 13) and X = 0 0 1 0
0 0 0 12
Then,
SS(drug x dose|l,drug, dose) = (c'fx) [c'()('X)_lc]f1 (')
/2 0 0 0 .
VISV BV 0 1/2 0 0 s
- (C l’l’) & 0 0 1 0 c (C IJ’)
0 0 0 1/2
= 4x(25) 7" x4

= 64.

Since

SS(drug x dose, drug, dose|1) = 2 (g11. — §..)° + 2 (j12. — §..)* + (Gor. — §..)° + 2 (2. — §...)°
=2(4—8)*+2(9—8)*+ (4 —8)* +2(13 — 8)
=100

and

SS(dose|l) =3 (4.1 — §..)° +4(Jo — G
( +2+4 )2 (12+6+16+10 8>2

SS(drug|l, dose) = SS(drugxdase, drug, dose|l) — SS(dose|l) — SS(drugxdose|l, drug, dose)
=100 — 84 — 6.4
=96

By slide 63 of set 8, Type III sum of squares for drug is relevant to the test for drug
main effect. Let e=(1,1,—1,—1)". Then,

SS(drug|l,drug, dose,drug x dose) = (c'f) [¢(X'X)'e]” "(dp)
1/2 0 0 0 »
o 7 AN/ / O 1/2 O O /o~
- (C IJ’) c 0 0 1 0 c (C I‘l')
0 0 0 1/2
= (—4) x (2.5 x (—4)
= 6.4.



4.

(a) Because we have a balanced design, we know the BLUE of fis. — fi3. iS ¥2.. — ¥s...

Thus, ¥2.. — y3.. will be used to test Hy : fis. — ji3. = 0 (<= Hy : Jio. = j13.), which is
normally distributed with mean

E(Ga. — U3..) = fla. — fi3.
and variance

Var (gg — gg) = Var (}52 — ﬁg. + é9.. — ég..)
= Var (py. — p3.) + Var (és.. — €3..)
20’2 20‘3
= — 4 —
8 16
2012) + 03)

(MSTray X SoilMoisture) .

Ol — ool —

Since fo.. — 3. = SE0L — 24488 — 9.9 and Var (2. — Y3..) =22, the test statistics for

the null hypothesis, Hy : jio. — fi3. = 0 is

_ Ya.. — Ys..
\/\//a\r (Go.. — Us..)
—2.9

/5.3/3

t

(b) From the Exam 2 solutions, the value of an unbiased estimator for crg +a§ is %M Stxsm+

%M SError- Thus, the degrees of freedom for test statistic could be approximated by the
Cochran-Satterthwaite Method which is as following:

_ (0-5MST><SM + 0-5M5Error)2 _ {0‘5 < (5'3 - 3'7)}2 = 30.4702
T (05)2[MSrxsml]® CEEIYEE, o 05xBaP (@5xam T '
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